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On the Lifetime of Compressive Sensing Based
Energy Harvesting in Underwater Sensor Networks

Huseyin Emre Erdem, Huseyin Ugur Yildiz , Member, IEEE, and Vehbi Cagri Gungor

Abstract— Recently, there has been a growing interest in
academia and industry on the development of underwater
acoustic sensor networks (UASNs) for scientific, commercial, and
military purposes. Severe underwater channel conditions and
limited battery energy of underwater nodes pose great challenges
to prolong UASNs lifetime. Compressive sensing (CS), energy
harvesting (EH), and transmission power control (TPC) are
three promising solutions to improve UASNs lifetime. This paper
aims to quantitatively investigate the joint impact of CS, EH,
and TPC methods on the lifetime of UASNs. A novel Mixed
Integer Programming framework is developed to maximize the
network lifetime by joint consideration of CS, EH, and TPC.
The performance results show that the impact of CS on the
network lifetime is higher than that of EH when both methods
are combined with TPC. Moreover, when all three methods are
combined, the network lifetime can be extended up to three times
as compared to the case when all three methods are not utilized.

Index Terms— Compressive sensing, energy harvesting, net-
work lifetime, optimization, underwater sensor networks.

I. INTRODUCTION

UNDERWATER environment is yet to be fully exploited
by industry and academia, since it poses many chal-

lenges to researchers and engineers. Limited bandwidth,
impaired communication channel, high propagation delay, high
bit error rate, and corrosive environment are among these
hindrances [1]. Many underwater applications, such as pollu-
tion monitoring, seismic monitoring, and intruder detection use
Underwater Acoustic Sensor Networks (UASNs) technology
to periodically measure underwater environmental parameters
over extended periods [2]. However, the network lifetime
(i.e., the duration when all the nodes are operational) is
a critical limitation to meet underwater application require-
ments. The network lifetime depends on the amount of the
available energy and the power consumption of underwater
nodes.

Energy harvesting (EH) is an effective way to increase the
amount of energy supplied to the sensor nodes by exploit-
ing the ambient energy available in the environment [3]–[5].
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The conversion from various forms of ambient energy into
the electrical energy requires different devices specifically
designed for each energy form. One of the most prominent
resources to be exploited in the underwater environment is
the water currents. The power that can be harvested from
water currents is possible by using various types of mechani-
cally or magnetically coupled devices, such as hydrokinetic
turbines and piezoelectric cantilevers [6]. The underwater
environment also possess ambient energy in acoustic form.
This type of energy can be converted to electricity by using
hydrophones.

Most of the energy is dissipated in the transceiver hardware
of an underwater node. Excessive energy consumption of
underwater nodes is caused by the transmission over long
acoustic links and additional operations to compensate harsh
channel conditions [7]. Therefore, decreasing the packet traffic
in the network is mandatory for reducing the overall energy
consumption. Compressive sensing (CS) is a promising solu-
tion for data compression such that CS theory states that a
sparse signal (data) can effectively be sensed and reconstructed
with fewer number of linear measurements (i.e., the signal
is directly sampled at lower than Nyquist rates [8]–[10]).
Compared to the regular sensing where no compression is
performed on the high-rate sampled data, CS introduces addi-
tional energy consumption during the data acquisition phase.
The additional consumption is easily compensated by the
energy cost reduction of packet transmissions, since the total
number of packets to be transmitted is reduced in CS. The
additional energy cost is smaller than that of data compres-
sion techniques when regular sensing is used. CS method
requires the data to be sparse, i.e., data to be sensed should
contain small number of non-zero entries than zero entries in
any domain such as frequency or wavelet. The ratio of the
non-zero entries to the entire data size is called the sparsity
ratio.

EH and CS methods have great potential to elongate the
lifetime of UASNs. Furthermore, transmission power con-
trol (TPC) also helps in to attain the energy efficiency
by assigning different transmission power levels at different
transmission distances or channel conditions [11]. This way,
significant amount of energy can be conserved as compared
to the fixed transmission power strategy. Moreover, combining
EH, CS, and TPC methods is expected to outperform these
methods’ individual impacts.

To the best of our knowledge, there is no controlled study
in the literature that quantifies the impact of joint combination
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of EH, CS, and TPC methods on UASNs lifetime. The main
contributions of this paper are enumerated as follows:

1) The impact of EH and CS methods on network lifetime
is quantified by using different harvesters, namely hydro-
kinetic turbine, piezoelectric cantilever, and hydrophone.
For a realistic assessment, an underwater energy con-
sumption model utilizing TPC is developed.

2) A novel Mixed Integer Programming (MIP) framework
is developed to determine the maximum network life-
time when EH, CS, and TPC are utilized together.

3) The impact of sensing distance and sparsity ratio on
network lifetime is investigated using a target tracking
scenario in an underwater environment.

The paper is structured as follows. Section II provides an
overview of the current literature. Section III describes the
underlying mechanics of this study. Section IV evaluates the
findings using numerical results. Finally, Section V concludes
the paper and provides future research directions.

II. RELATED WORK

To date, there have been many studies that aim to present the
benefits of EH and CS methods through analytical and exper-
imental research in underwater environments. While some
of these studies target energy neutral operation by adopting
EH [12], others try to decrease energy consumption of the
sensor nodes by using CS [13], [14].

In the underwater environment, water currents and acoustic
waves are the main EH resources. There are some stud-
ies in the literature that use EH for underwater sensor
nodes [15], [16]. However, these studies either do not provide
a detailed analysis on the network lifetime or they focus
solely on a single sensor node instead of a network. In [17]
and [6], power consumptions of the nodes are assumed to
be fixed without adopting any kind of TPC mechanisms.
While [17] provides no information on the reporting rate
which directly affects the overall power consumption of the
nodes, [6] reports no detailed information on how the packets
are relayed. Reference [18] investigates only the power output
of the harvester and does not present the impacts of this
output on the node or network lifetime. Although [15] reports
that the power output of their harvester manages to meet the
requirements of the sensor node they choose, the reporting
rate of a single daily measurement is not sufficient for most
UASNs applications.

CS helps to decrease the number of packets to be transmitted
in the network. However, CS requires the sensed data to
be sparse. Only this way, CS can enable reduced data size
while preserving the recoverability of the information to
be forwarded. To analyze the impact of CS on the power
consumption of sensor nodes, target tracking is usually to
be the preferred scenario. Recently, CS based channel esti-
mation methods have been proposed for sparse underwater
channels. CS based methods can outperform subspace algo-
rithms and least-squares based approaches in terms of block
error rate [19]. Some studies eliminate the requirement of
channel estimation by adopting a random access scheme.
In [14], the randomness of CS measurements is exploited to

TABLE I

LITERATURE OVERVIEW

be combined in a random Medium Access Control (MAC)
scheme. In a random access MAC scheme, some packets may
be dropped due to collisions. However, the dropped packets do
not cause problems in a CS scenario, since it does not change
the randomness of the data in the successfully transmitted
packets. In order to guarantee the sufficient number of packets
for successful reconstruction, increasing the number of nodes
that sample the environment is sufficient. However, that study
uses fixed transmission powers for all the nodes in the network.
A simple packet drop rate is utilized instead of a realistic
channel model (RCM).

In [20], CS and non-linear mapping are used together to
decrease the data size and increase the transmission reliability
of the packets. Wang et al. [21] focus on the aggregation of
the data gathered from clustered nodes exploiting spatial and
temporal correlations with CS. The data initially collected at
cluster heads is sent to the sink node via multi-hop links. The
authors state that the proposed solution can reduce the energy
cost by more than 95% as compared to the conventional data
aggregation schemes if the cluster number is 20. Jing et al. [4]
propose a novel energy management algorithm to maximize
the throughput of a node which is supplied with only limited
power from an energy harvester. In that study, energy costs
of data acquisition and transmission should be smaller than
energy that the harvester is capable to provide in a single
slot. At various harvesting rates, the energy allocation ratios
for acquisition and transmission are decided using a dynamic
programming approach.

An overview of the existing studies for the underwater
networks mentioned above are listed in Table I. Although there
are few studies that combine CS and EH for various scenarios
(e.g., [22], [23]), these studies only target terrestrial Wireless
Sensor Networks (WSNs) instead of UASNs. To the best of
our knowledge, there is no existing study that analyzes the
lifetime of UASNs when both CS and EH are jointly adopted.
To fill this gap in the literature, this study aims to present both
the individual and joint impact of CS and EH methods on the
lifetime of UASNs by adopting a target tracking scenario.

III. SYSTEM MODEL

The scenario adopted in this study comprises of a mobile
target traversing through an underwater region that is moni-
tored by an underwater acoustic sensor network. The tracking
of the vehicle is performed by using sensor measurements at
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Fig. 1. Network architecture showing sink and node positions.

consecutive rounds. The duration of each round is assumed
to be pre-defined and sensor nodes may perform only a
single measurement in each round. Only nodes with a distance
to the target shorter than the sensing range can perform
measurements. To evaluate the impact of CS on network
lifetime, the measurements are made by using with or without
CS. The sampling method directly affects the computation
energy consumption and the amount of the generated packets.
The generated packets are conveyed to the sink node using
multi-hop routes. On the other hand, to evaluate the impact of
EH on network lifetime, all the nodes are assumed to perform
energy harvesting while they are in idle mode (i.e., nodes
either not sending or receiving packets).

A. Network Model

We adopt the network topology presented in [24] such that
Nnode = 66 sensor nodes are uniformly distributed within a
rectangular area of lx × ly m2. We have a single center-top
positioned sink node. The depth of the network is lz m. The
3D static network architecture is depicted in Fig. 1.

The target vehicle follows a linear path along the network
(red dashed line in Fig. 1). The target is assumed to have a
constant speed (υT knots). A single passage of the target may
take several rounds, Nround = ly/(τrnd × υT ), where τrnd is
the round duration. In each round, each node takes a single
measurement if the target is within the pre-defined sensing
distance (dsens). The trigger is assumed be generated by
comparing environmental acoustic noise levels to a pre-defined
threshold. The power consumption of this additional operation
(Psens ) is included in performance evaluations. The generated
packets with payload size (MP bytes) are sent to the sink
node either directly or using multi-hop routes. Each generated
packet has a header of size MH bytes. The transmission time
a single packet is represented by τslot = 8 × MP/Rb where
Rb is the bit rate of the underwater sensor node. The duration
of a single round is set to allow transmission of Nmax many
packets (i.e., τrnd = Nmax × τslot ). The total traffic of each
node never surpasses the Nmax value. Thus, each node has a
sufficient time to transmit and receive its packets. Throughout
the study, the number of passages until the first node depletes
its energy is the preferred definition of the network lifetime.
An example timing overview is provided in Fig. 2.

B. Sensing & Data Models

In the network, each sensor is attached with a camera that
generates 87 × 143 × 3 = 36.4 kilobytes of raw image data

Fig. 2. Timing overview.

(i.e., N) [25]. In this study, two different sensing models with
and without CS are utilized. The first model is called “Regular
Sensing (RS)” which performs sampling without CS with
no further additional processing. The second model is called
“CS” where the sparsity of the data is exploited to enable the
recovery of the signal using fewer random samples [26]. Note
that, sparse signals contain only a few non-zero coefficients
and the signal in this study is assumed to be sparse in the
frequency domain. Hence, the raw image data is assumed to
be K -sparse (i.e., K bytes of N bytes have non-zero entries)

The computational energy cost of RS comprises only the
data acquisition energy (E AC Q ). On the other hand, the com-
putational energy cost when CS is used comprises the data
acquisition energy (E AC Q ), the signal processing energy costs
(ES P), and the background energy dissipation for other oper-
ations (EBC K ) [27]. Computational energy costs for RS (i.e.,
EC M P−RS) and CS (i.e., EC M P−C S) are defined as [27]

EC M P−RS = E AC Q, (1)

EC M P−C S = E AC Q + EBC K + ES P . (2)

Furthermore, the data acquisition energy is calculated as [27]

E AC Q = N × PAC Q × DO P . (3)

In Eq. (3), PAC Q , and DO P represent the data acquisition
power (in Watts) and the instruction execution duration (in
seconds), respectively. EBC K and ES P are calculated as [27]

EBC K = PBC K × DS P , (4)

ES P = N × εmrd + M × N × εadd + M × εmwr . (5)

In Eq. (4), PBC K and DS P refer to the background power
consumption and the execution duration for signal processing,
respectively [27]. On the other hand, in Eq. (5), εmrd , εadd ,
and εmwr represent energy dissipation values for reading from
memory, addition, and writing to memory operations [27]. The
total number of compressed measurements (M) is calculated
by using the common assumption, M = 4K [27].

C. Target Detection Model

In each round, each sensor node performs a single mea-
surement only if the target vehicle is within a pre-defined
sensing distance (i.e., diT ≤ dsens) where diT is the distance
between node-i and the target vehicle. Hence, the amount of
data generated by each sensor node-i at each round-r for both
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RS and CS is calculated as

sr
i =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⌈ N

MP − MH

⌉
if diT ≤dsens for RS

⌈ M

MP − MH

⌉
if diT ≤dsens for CS

0 o.w.,

∀i ∈ W, r ∈ R, (6)

where W is the set of all sensor nodes and R represents the
set of all rounds between 1 and Nround .

D. Target State Model

The target is assumed to follow a linear path that goes
through the network volume along its y-axis as shown with
red dashed line in Fig. 1. The state of the target vehicle is
updated by using

Xk+1 = �Xk, (7)

where, Xk and � represent the vehicle state at time instant-k
and the state transition matrix [28]. Xk and � are calculated
as

Xk = [
xk ẋk yk ẏk zk żk

]T
, (8)

� =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 τrnd 0 0 0 0
0 1 0 0 0 0
0 0 1 τrnd 0 0
0 0 0 1 0 0
0 0 0 0 1 τrnd

0 0 0 0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (9)

E. Physical Layer Model

In UASNs, the transmission power that is used for each node
is determined based on the distance between the source node
and the destination node while the reception power (Prx ) stays
the same for all the nodes [29]. The electrical transmission
power (Pt x

i j ) that is used by node-i for transmission to node- j
is calculated based on the required intensity at 1 meters of
distance (I t

i j ) to the transmitter node which can be expressed
as [30]

Pt x
i j = I t

i j × 2π × 1m × hi , (10)

where hi is the depth of the transmitter node (in meters).
On the other hand, I t

i j is directly related to sound source level
(i.e., SLi j ) in dB which is calculated as [30]

I t
i j = 10

SLi j
10 × I0, (11)

where the reference intensity (i.e., I0) has the value of 0.67 ×
10−18. The sound source level is defined as

SLi j = Aij + N + γi j , (12)

where Aij , N and γi j represent the path loss over link-(i, j),
the ambient noise level, and the signal-to-noise ratio (SNR),
respectively. Note that, we use overbars to represent each
quantity in dB.

The path loss observed over link-(i, j) is effected by the
transmission distance between node-i and node- j (i.e., di j )

and the operating frequency ( f ). The path loss over link-(i, j)
is expressed as [24]

Aij = 10κ log10(di j ) + α( f ) × di j × 10−3, (13)

where κ represents spreading factor and α( f ) represents the
absorption coefficient which is calculated as [29]

α( f ) = 0.11 f 2

1 + f 2 + 44 f 2

4100 + f 2 + 2.75 · 10−4 f 2 + 0.003.

(14)

The ambient noise level is the sum of noise levels caused
by water turbulence (i.e., Nt ( f )), ships (i.e., Ns ( f )), thermal
activities (i.e., Nth( f )), and waves (i.e., Nw( f )). The ambient
noise level is defined as [24]

N = Nt ( f ) + Ns( f ) + Nth( f ) + Nw( f ). (15)

We adopt the calculations of Nt ( f ), Ns( f ), Nth( f ), and
Nw( f ) derived in [24]. The bit error rate (BER) for 16-QAM
modulation with Orthogonal Frequency Division Multiplex-
ing (OFDM) transmission (which is adopted in this study
from [30]) is expressed as

pb
i j = 3

8
erfc

(√
4

10

BN

Rb
γi j

)

, (16)

where BN is the noise bandwidth (in Hz) and γi j is the SNR
in the ordinary form. We adjust Pt x

i j values for each link to
satisfy a certain BER performance (i.e., pb

i j = 10−10).

F. Harvester Models

This part details the mathematical equations used to calcu-
late power outputs of various energy harvesters.

1) Turbine Harvester: Turbine harvesters are utilized to
convert the kinetic energy of a fluid flow into the electrical
energy. The total amount of power available in a stream
(Pharv ) depends on the fluid density (ρ), wing spanning area
(A), and flow speed (υ f ) [31]. Pharv is calculated as

Pharv = 1

2
ρ Aυ f

3. (17)

Note that A = πr2
d where rd is the wing radius. The harvester

cannot convert all the available energy into the electricity.
Thus, the power value is multiplied with an efficiency coeffi-
cient (ηt ). We adopt the υ f values presented in [32].

2) Piezoelectric Harvester: Similar to the turbine harvester,
the piezoelectric harvester aims to convert the ambient energy
available in fluid flow into the electrical energy. In this type
of harvester, uniformity of the flow should be disturbed to
create vortexes that would help the piezoelectric cantilever to
fluctuate and generate the electricity. The power output of the
piezoelectric harvester (Pharv ) is calculated as [33]

Pharv = 2 fv
(
Wel_cw + Wel_ccw

)
, (18)

where fv represents vortex frequency; Wel_cw and Wel_ccw rep-
resent the electrical energy in clockwise and counter-clockwise
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directions, respectively. The vortex frequency is calculated by
using the Strouhal Number (St) and the bluff size (D) as [33]

fv = St × υ f

D
. (19)

The electrical energy is calculated based on the cantilever
specifications and the pressure difference as [33]

Wel = 1

128
�2 d p

31
2

ε0εr

B L5

Tpzt
3 . (20)

where d p
31, ε0, and εr represent the piezoelectric constant,

the absolute permittivity, and the relative permittivity, respec-
tively. Moreover, B , L = 2.1D, and Tpzt define the cantilever
width, length, and thickness, respectively. The pressure dif-
ference (�) in clockwise and counter-clockwise directions are
calculated as [33]

�cw = ρ

2
υ f

2, (21)

�ccw = −3

2
ρυ f

2. (22)

3) Hydrophone Harvester: Hydrophones are used to convert
the energy of acoustic sound waves into the electrical energy.
However, most of the time, the output of the hydrophone is not
sufficient to be used in a scientific analysis. Thus, amplifiers
are used to increase the signal gain. Nonetheless, amplifiers
are active devices and they require power to operate. In this
study, we are evaluating if the output of the hydrophone would
produce enough power to have an impact on the network
lifetime. The output power of a hydrophone (Pharv ) can be
calculated as [17]

Pharv = ηh
10

RLi j +RV S
10

4Rp
, (23)

where RLij = SLi j − Aij represents the received signal level
in dB. ηh , RV S, and Rp are the hydrophone efficiency (in
percentage), the voltage sensitivity, and the load impedance,
respectively.

The total acoustic energy available in a single ship passage
(which has a speed of υship taking a distance of lmax ) is
expressed as

Eship =
∫ lmax

υship

t=0
Pharv (t)dt . (24)

Given nship number of ship passages in a single day on the
average, the daily average harvested power for a 5-hydrophone
harvester setup is calculated as

Pdaily,harv = 5
Eship × nship

24 × 60 × 60
. (25)

G. The MIP Model for Energy Minimization

In Fig. 3, we present the MIP framework which determines
the best packet routes that minimizes the energy consumption
of the most energy hungry node (E). The objective function
of the MIP framework is to minimize E which is defined
in (26). The MIP model is subject to constraints presented
in (27)–(30).

Fig. 3. The MIP framework that minimizes energy consumption of the most
energy hungry node.

In this study, the network is represented as a directed graph
of G (V,A) where V and A represent the set of all the nodes
(including the central sink node) and the set of all the directed
links between all node pairs, respectively. Moreover, we define
W to represent the set of all the nodes except the sink node
(i.e., node-1). As stated previously, R represents the set of all
rounds between 1 and Nround .

The decision variable of the MIP model is the number of
flows transmitted from node-i to node- j in the r th round which
is represented by the integer variable, gr

i j . The decision of
flows is made based on the constraints of the MIP framework
as well as the parameters. The first parameter is the number of
generated data packets (sr

i ) by node i in the r th round which
has already been defined in Eq. (6). Another parameter is the
computational energy cost of a single node (EC M P) which
is defined in Eq. (1) for RS and Eq. (2) for CS. The power
consumption of each node to sense the presence of a passing
vehicle is denoted as Psens parameter. Finally, Pharv,i values
are determined in Eqs. (17), (18), and (25) for the turbine,
the piezoelectric, and the hydrophone harvesters, respectively.

Const. (27) guarantees that for each node except the sink
node, the amount of generated data packets is equal to the
difference between the transmitted packets and the received
packets. For the sink node, this constraint forces the same
difference to be equal to the total number of packets generated
by all the other nodes. Consts. (28) and (29) state that the sink
node cannot generate packets and the flow values cannot be
negative, respectively. Const. (30) obligates that the sum of
the net energy consumption (i.e., consumed energy – harvested
energy) of each node (except the sink) in each round has to
be smaller than or equal to the objective. It is important to
note that the total energy consumption of a node is the sum
of energy costs for packet transmissions, packet receptions,
computational operations, and sensing operations.

Energy costs for packet transmissions and receptions in
each round-r are denoted by Er

t x,i j and Er
rx,i j , respectively.
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Er
t x,i j and Er

rx,i j are calculated as

Er
t x,i j = Pt x

i j × τslot × gr
i j , ∀(i, j) ∈ A, r ∈ R, (31)

Er,rx
i j = Prx × τslot × gr

j i , ∀(i, j) ∈ A, r ∈ R. (32)

To calculate the energy consumption and generation levels
of sensing and harvesting operations, the duration of each
of these operations should be known. This study assumes
that the sensing is performed when the node does not make
any transmissions. Similarly, harvesting is performed when
the node is in the idle mode. According to this information,
the sensing duration and the idle time duration are denoted by
τ r

i,sens and τ r
i,idle which are calculated as

τ r
i,sens = τrnd − τslot ×

∑

(i, j )∈A
gr

i j , ∀i ∈ W, r ∈ R, (33)

τ r
i,idle = τrnd −τslot ×

⎛

⎝
∑

(i, j )∈A
gr

i j +
∑

( j,i)∈A
gr

j i

⎞

⎠, ∀i ∈ W,

∀r ∈ R. (34)

IV. PERFORMANCE ANALYSIS

In this section, the joint impact of EH and CS on network
lifetime is investigated. We use General Algebraic Modeling
System (GAMS) with CPLEX solver [34] to optimize packet
routes where we minimize the energy consumption of the most
energy hungry node based on node residual energies. GAMS
is a high-level optimization tool that consists of a language
compiler and high-performance solvers. We use the CPLEX
solver which uses branch and cut method to solve the MIP
framework to optimality. CPLEX solver is chosen since it can
solve large and difficult problems in an efficient manner with
minimal user intervention. For problems with integer variables,
as we have in this work, CPLEX solver uses branch and
cut method which solves a series of subproblems of linear
programming types to solve the original problem. CPLEX has
the advantage of choosing the best solver options for a given
MIP problem.

The simulation parameters are listed in Table II. In our
simulations, we use the network topology presented in Fig. 1
such that the sensing distance (dsens) is varied between 40 m
and 320 m. Moreover, we choose four sparsity ratios (K/N)
which are 0.08, 0.12, 0.16, and 0.20.

In Fig. 4a, we present the energy consumption of the most
energy hungry node for the three type of harvesters. Our results
reveal that the turbine harvester provides the most harvested
energy among all three types of harvesters which is followed
by the piezoelectric harvester and the hydrophone harvester.
The hydrophone harvester provides insignificant amount of
energy to the sensor nodes.

We illustrate the impact of using the three energy harvesters
on network lifetime in Fig. 5a. The y-axis of this figure shows
the lifetime improvements which are calculated by determining
the percent increment between the network lifetime that is
obtained when an EH device is used and the network lifetime
that is obtained when an EH device is not used. As seen
from this figure, the turbine harvester can provide up to 30%
improved network lifetimes. Nonetheless, the piezoelectric

TABLE II

SIMULATION PARAMETERS

harvester yields at most 10% prolonged network lifetimes.
As stated previously, the hydrophone harvester cannot provide
significant improvements in network lifetimes. The major
trend of the impacts in Figs. 4a and 5a is inversely propor-
tional to the sensing distance. As dsens increases, more nodes
generate packets which are conveyed to the sink node. As a
result, nodes closer to the sink node have more packets to relay
thus increasing the overall energy consumption in the network.
Lifetime improvements are up to 9% when dsens increases.

In Figs. 4b and 5b, impacts of individual and joint utilization
of CS and EH are depicted. The sparsity ratio is fixed to
0.16 and results are provided as a function of dsens . In the
remaining figures (i.e., Figs. 4b, 4c, 5b, and 5c), EH refers to
the turbine harvester since it is the preferred energy harvester
due to its high output. The benchmark curves which are labeled
as “None” in Figs. 4b and 4c show the results without using CS
and EH. Our analysis shows that CS provides better lifetimes
than EH if they are used individually. However, the lifetime
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Fig. 4. The objective value (E – in J) for the three energy harvesters as a function of sensing distance (dsens ) when the sparsity ratio (K/N ) is fixed to
0.16 (a); E values for the proposed approaches as a function of dsens when K/N = 0.16 (b) and as a function of K/N when dsens = 160 m (c).

Fig. 5. Lifetime (LT) improvements for the three energy harvesters as a function of sensing distance (dsens ) when the sparsity ratio (K/N ) is fixed
to 0.16 (a); LT improvements for the proposed approaches as a function of dsens when K/N = 0.16 (b) and as a function of sparsity ratio (K/N ) when
dsens = 160 m (c).

improvement of EH is inversely proportional to dsens . For
example, when dsens = 40 m, EH improves network lifetimes
by 30%. However, EH can improve the network lifetime only
by 9% when dsens is increased to 160 m. When dsens is high,
more nodes are involved in packet generation which eventually
increases the overall energy consumption. Since CS helps to
decrease the amount of packets to be traversed in the network,
this solution provides better network lifetimes than EH when
dsens is high. Lifetime improvements are greater than 100% if
both methods are combined (viz., EH & CS curve).

In Figs. 4c and 5c, we fix dsens = 160 m and vary the
sparsity ratio. EH is not effected by the sparsity ratio where
this method provides 13% prolonged network lifetimes. For
low K/N values, CS has the superior advantage such that
network lifetimes can be improved up to 170%. Moreover,
the lifetime improvement surpasses 300% when CS and EH
are used together. On the other hand, when K/N increases,
the advantage of utilizing CS diminishes. In this configuration,
the number of packets that are generated greatly increases
which would result in excessive energy consumption in the
network. As a result, CS can provide at most 16% prolonged
network lifetimes. Nevertheless, network lifetimes can be
improved by 35% if both EH and CS are used together when
K/N = 0.20.

V. CONCLUSION

This study aims to analyze the impacts of three EH methods
(i.e., turbine harvester, piezoelectric harvester, hydrophone
harvester) as well as CS technique on network lifetimes.
A novel MIP framework is developed to maximize the network

lifetime which jointly considers CS, EH, and TPC methods
by adopting a realistic channel model. The main conclusions
drawn from this paper are enumerated as follows:

1) Increasing the sensing distance results in high number
of generated packets which greatly increase the overall
energy consumption in the network. For a fixed sparsity
ratio, usage of CS rather than EH results in more
extended lifetimes.

2) Considering the three harvester types, the turbine har-
vester outperforms other type of harvesters when used
under the simulated conditions. The turbine harvester
can provide at least 9%, at most 30% prolonged lifetimes
as compared to the lifetimes obtained without EH. Sim-
ilarly, the piezoelectric harvester extends the lifetimes
by 4%–10%. Using the hydrophone harvester does not
provide significant improvements in network lifetimes.

3) For a fixed sensing distance, CS can further prolong the
network lifetime than EH especially when the sensed
signal is sparse (i.e., K/N = 0.08). Our results show
that CS can extend the network lifetime up to 170%
while EH improves the network lifetime up to 13% as
compared to the lifetimes obtained without EH and CS.
For non-sparse signals (i.e., K/N = 0.20), CS loses its
superiority against EH.

4) It is shown that joint utilization of EH and CS can
improve the network lifetime up to 300% as compared
to the lifetimes obtained without EH and CS.

Future work includes investigating the impact of node
mobility and error control approaches for efficient packet
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delivery in UASNs. Extension of our framework by using ray
tracing-based channel models (e.g., BELLHOP) is also con-
sidered as a future work. Moreover, validation of the proposed
solution through experimental evaluations for UASNs testbeds
is an important future research since the there is no globally
adopted underwater channel model in the research community.
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